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Motivation

● In-depth studies of alterations in the spike protein to classify and predict 

amino acid changes in SARS-CoV-2 are crucial in understanding the immune 

invasion and host-to-host transmission properties of SARS-CoV-2 and its 

variants 

● Knowledge of mutations and variants will help identify transmission patterns 

of each variant that will help devise appropriate public health interventions to 

prevent rapid spread 

● This will also help in vaccine design and efficacy



Research Problem

● How can we design a fixed length representation of protein sequences that can 

enable us to apply sophisticated Classification models on the protein 

sequences



Real World Applications

● Genomic surveillance: Tracking the spread of pathogens in terms of genomic 

content

● Real time identification of new and rapidly emerging variants

● Track the spread of known variants in new municipalities, regions, countries 

and continents



Challenges

● Mutations happen disproportionately in the spike region of the genome

● Since new variants are emerging, not much information is available about 

these variants 

● Generating fixed-length feature vectors from variable length sequences 



Previous Work

● Some efforts have been done to perform classification of SARS-CoV-2 spike 

sequences

● However, those methods are not generalizable to disproportionality of 

mutations

● Although they were successful in getting high predictive accuracy, it is not 

clear if the proposed methods are robust and will give the same predictive 

performance on different types of data



Kernel Method

● A method that allows us to apply linear classifiers to non-linear problems by 

mapping non-linear data into a higher-dimensional space 

● Kernel-based methods (e.g., SVM) are proven useful for several machine 

learning (ML) tasks such as sequence classification

● There are two challenges involved with kernel methods in general
○ Kernel computation (requires exponential complexity to compute dot product)

○ scalability (storing n x n matrix in memory is not possible when n, the number of data points, 

is too large)

● The computational complexity problem can be solved using approximate 

methods

● The scalability issue remains for the typical kernel methods in general



Our Contribution

● We propose an efficient embedding method that encompasses the qualities 

of kernel methods while avoiding both computation and scalability 

challenges

● To address the computational challenge, given a biological sequence, we 

take the k-mers, compute a sketch of the sequence and take the dot product, 

which avoids computing the whole spectrum (frequency count)

● Since our method computes with low dimensional vectors (sketches) for 

sequences rather than an n x n matrix or full-length spectrum, it can easily be 

scaled to a large number of sequences, hence addressing the scalability 

problem

● Our proposed fast and alignment-free spectrum method can be used as input 

to any distance (e.g., k nearest neighbors) and non-distance (decision tree) 

based ML methods for classification and clustering tasks



Proposed Approach

● Use Of Spike Sequence

● Using Hashing To Generate Sketches

● Applying Classification Models



Spike Sequence

● Since the spike protein is the entry point of the virus to the host cell, it is an 

important characterizing feature of a coronavirus

● the mRNA vaccines (e.g., Pfizer and Moderna) for COVID-19 are designed to 

target only the SARS-CoV-2 spike protein (unlike traditional vaccines which 

comprise an entire virome)

● Since the spike region is sufficient to characterize most of the important 

features of a viral sample, yet is much smaller in length, we focus on an 

embedding approach tailored to the spike region of the sequences



Using Hashing To Generate Sketches

Build k-mers



Using Hashing To Generate Sketches

Numerical Representation Of k-mers

● Given a kmer and Alphabet Σ => ACDEFGHIKLMNPQRSTVWXY

● For each character in k-mer
○ Find index i of the character in alphabet

○ Sort the k-mer

○ Find position n of character in sorted k-mer

○ The final numerical value v of the character is i x |Σ|ⁿ

○ Repeat the above process for all characters in k-mers and concat v to get nk-mer

● Repeat the process for all k-mers



Using Hashing To Generate Sketches

Apply Hash Function

● Initialize Local Sketch sk having m dimensions
○ m is tunable parameter => 2¹⁰

● Compute Hash Value
○ hVal = (a1 x nk-mer + b1) % p) % m

○ a1 => random value between 2 and m-1

○ b1 => random value between 0 and m-1

○ p => any 4 digit prime number

● Increment sk[hVal] by 1

● Repeat the process for all k-mers within a sequence to get final sketch

● Normalize sk by dividing it by sum(sk) x h
○ h => number of hash functions



Using Hashing To Generate Sketches

Using Multiple Hash Function

● We can use multiple hash function h

● In that case, we compute normalized sk for each hash function separately

● Concat all sk together to get final sketch

● Repeat the process for all sequences





Dataset

● Extracted 7000 sequences 

from GISAID 

https://gisaid.org/

● 22 variants used as class 

label

https://gisaid.org/


Existing Baseline Models

● Spike2Vec

● PWM2Vec

● String Kernel

● Wasserstein Distance Guided Representation Learning (WDGRL)

● Spaced k-mers



Results



Results

● Changing number of 

Hash functions



Results

● Comparison with 

SOTA



Results

● Effect of k for k-mers



Results

● Embedding Generation time



Data Visualization



Conclusion

• We propose an efficient and 
alignment-free method to generate 
sketches for the spike protein 
sequences using the idea of hashing

• We show that our method is not only 
generated quickly but also improved 
the classification results compared to 
SOTA

• We performed extensive 
experiments on real-world biological 
protein sequence data to validate the 
proposed model using different 
evaluation metrics



Future Work

● Evaluating the method for larger 
sets of sequence data (multi-million 
sequences)

● Applying the proposed method to 
other virus data such as Zika

● Use Deep Learning models

● Evaluate the robustness



Questions!!



Do Reach Out For Any Questions

● Email: sali85@student.gsu.edu

● Website: https://sarwanpasha.github.io/

● Google Scholar: 

https://scholar.google.com/citations?user=9dtXSoAAAAAJ&hl=en
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