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Motivation (Sequence Analysis)

● In-depth studies of alterations in the protein sequence to classify and predict 
amino acid changes in SARS-CoV-2 are crucial in 

○ Understanding the immune invasion and host-to-host transmission properties of SARS-CoV-2 
and its variants 

○ Knowledge of mutations and variants will help identify transmission patterns of each variant that 
will help devise appropriate public health interventions to prevent rapid spread 

○ This will also help in vaccine design and efficacy
● Understanding biological sequence classification can unravel the mysteries of 

genetic information and its functional implications
● Provides insights into the evolutionary relationships between organisms, 

helping us understand the origins and diversity of life on Earth
● Can contribute to advancements in personalized medicine, as it helps identify 

genetic variants associated with diseases and predict patient responses to 
treatments



Real World Applications

● Genomic surveillance: Tracking the 
spread of pathogens in terms of 
genomic content

● Real time identification of new and 
rapidly emerging coronavirus 
variants

● Track the spread of known 
coronavirus variants in new 
municipalities, regions, countries 
and continents

Image Source: https://www.hudsonalpha.org/genomic-surveillance-using-the-genome-to-track-and-monitor-viruses/
Image Source: https://www.mdpi.com/2075-1729/13/2/304
Image Source: https://genome.ucsc.edu/covid19.html   

https://www.hudsonalpha.org/genomic-surveillance-using-the-genome-to-track-and-monitor-viruses/
https://www.mdpi.com/2075-1729/13/2/304
https://genome.ucsc.edu/covid19.html


Challenges

● Mutations happen disproportionately in the different region of the genome
● Since new variants (for coronavirus) are emerging, not much information is 

available about these variants 
● Generating fixed-length feature vectors from variable length sequences 
● High dimensionality of generated embeddings (e.g. One Hot Encoding)

a. Kernel-based methods are proven to be useful alternative
b. Challenges:
1) The computation time
2) The memory usage (storing an n x n matrix)
3) The usage of kernel matrices limited to kernel-based ML methods (difficult to generalize on 

non-kernel classifiers)



Kernel Method

● A method that allows us to apply linear classifiers to non-linear problems by mapping 
non-linear data into a higher-dimensional space 

● Kernel-based methods (e.g., SVM) are proven useful for several machine learning 
(ML) tasks such as sequence classification

● There are three challenges involved with kernel methods in general
1. Kernel computation (requires exponential complexity to compute dot product)
2. scalability (storing n x n matrix in memory is not possible when n, the number of data points, is too 

large)
3. The usage of kernel matrices limited to kernel-based ML methods (difficult to generalize on non-kernel 

classifiers)
● The computational complexity problem can be solved using approximate methods
● The scalability issue remains for the typical kernel methods in general
● For non-kernel classifiers, we can use kernel PCA (could result in loss of information 

or computationally expensive)



Research Problem

● How can we design a fixed length low dimensional representation of protein 
sequences that can enable us to apply sophisticated classification models on the 
protein sequences
○ Should use effectiveness of Kernel-based methods
○ Should avoid drawbacks of Kernel-based methods



Previous Work

● Some efforts have been done to perform classification of SARS-CoV-2 spike 
sequences

● However, those methods are not generalizable to disproportionality of 
mutations

● Although they were successful in getting high predictive accuracy, they usually 
proposed computationally expensive and/or high dimensional embedding 
representation 

● Their generalizability is also not well explored on different types of biological 
sequences



Our Contribution

● The BioSequence2Vec representation, x for a sequence X, represents X by the 
random projections of Φk(X) on the “discrete approximation” of random 
directions

● It allows the application of vector space-based machine learning methods 
(supervised, unsupervised, visualization, etc.)

● We show that the Euclidean distance between a pair of vectors in 
BioSequence2Vec representation is closely related to the kernel-based 
proximity measure between the corresponding sequences

● We use 4-wise independent hash functions to compute Φ’(.)



Proposed Approach

● Use of k-mers

● Using Hashing To Generate embedding

● Applying Classification Models



Using Hashing To Generate Sketches

Build k-mers



Using Hashing To Generate Embedding

Numerical Representation Of k-mers
● Given a kmer and Alphabet Σ => ACDEFGHIKLMNPQRSTVWXY
● For each character in k-mer

○ Find index i of the character in alphabet
○ Sort the k-mer
○ Find position n of character in sorted k-mer
○ The final numerical value v of the character is i x |Σ|ⁿ
○ Repeat the above process for all characters in k-mers and concat v to get nk-mer

● Repeat the process for all k-mers



Using Hashing To Generate Embedding



● The runtime of computing the 
embedding is tnx, where nx is 
the number of characters in X



Hyperparameter Values



Dataset



Baseline Models



● Support Vector Machine (SVM)
● Naive Bayes (NB)
● Multi-Layer Perceptron (MLP)
● K-Nearest Neighbour (KNN) (with K = 5)
● Random Forest (RF)
● Logistic Regression (LR)
● Decision Tree (DT)

Evaluation

Machine Learning Classifiers



● Accuracy
● Precision
● Recall
● F1 (Macro)
● F1 (Weighted)
● ROC-AUC
● Training Runtime (sec.)

● We repeat experiments 5 times and report average and std. results

Evaluation

Metrics



Results 



Results



Results

● Comparison with SOTA 
(average results)



Results

● Comparison with SOTA 
(std. results)



Data Visualization



Conclusion 

• We propose an efficient and 
alignment-free method to generate 
embeddings for biological sequences 
that have properties of kernel 
method.

• We show that our method improved 
the classification results compared to 
SOTA

• We performed extensive experiments 
on real-world biological sequence 
data to validate the proposed model 
using different evaluation metrics



Future Work
● Evaluating the method for larger 

sets of sequence data (multi-million 
sequences)

● Applying the proposed method to 
other virus data such as Zika

● Use Deep Learning models

● Evaluate the robustness



Questions!!

Image Source: https://charatoon.com/?id=5491 

https://charatoon.com/?id=5491


Do Reach Out For Any Questions

● Email: sali85@student.gsu.edu

● Website: https://sarwanpasha.github.io/

● Google Scholar: 
https://scholar.google.com/citations?user=9dtXSoAAAAAJ&hl=en 

mailto:sali85@student.gsu.edu
https://sarwanpasha.github.io/
https://scholar.google.com/citations?user=9dtXSoAAAAAJ&hl=en

