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Motivation

❖ Coronaviruses are membrane-enveloped, non-segmented positive-strand RNA viruses belonging to 

the Coronaviridae family.

❖ They are well-known for causing pandemic,

➢ SARS-CoV (severe acute respiratory syndrome coronavirus) in 2003.

➢ MERS-CoV (Middle East respiratory syndrome coronavirus) in 2012.

➢ SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) in 2019.

❖ They have infected various organisms like animals, humans, birds etc.

❖ Their genomic sequence analysis can provide information about the genetic diversity and dynamic of 

the virus which is helpful in designing the prevention mechanisms e.g vaccines, drugs etc.

➢ Analysis like viral infected host classification.

❖ Machine learning (ML) models are good option for doing sequence host classification,

➢ However they requires the inputs to be in numerical form.

➢ Therefore, efficient and effective techniques are needed to convert bio-sequences into 

numerical form.



Motivation

❖ Spike protein region gives sufficient information for viral host 
classification,
➢ It is used to attach to the host cell membrane.

❖ Therefore only use spike sequence (rather than full genome) to perform 

host classification.



Introduction

❖ We formulate a method to convert spike protein sequences into numerical form by 

using the Poisson Correction Distance (PCD) concept to enable ML model based 

host classification.

❖ PCD is a measure of the difference in amino acid composition between two 

protein sequences. 
➢ The theoretical basis for this distance measure is the Poisson distribution, which models the 

number of events occurring in a fixed interval of time. 

➢ The PCD formula uses the observed and expected frequencies of each amino acid in two 

sequences and the Poisson distribution to calculate the distance between the sequences.  

➢ This distance is a good measure because it takes into account both the observed and expected 

frequencies of each amino acid in the sequences, and it also considers the variability in the 

frequencies of the amino acids by using the Poisson distribution.



Existing Works

❖ Many works exits to perform bio-sequence analysis and some of them are summarized as follow,

Methods Drawbacks

One-hot encoding Sparsity and curse of dimensionality

Phylogenetic approaches Not scalable (computationally expensive)

K-mer based methods Sparsity and computationally expensive



Proposed System – Workflow



Proposed System – Algorithm



Proposed System – Properties

❖ We also proof that the our distance matrix holds 3 properties, which are,

➢ Triangle inequality: The triangle inequality property ensures that the distance between 

two points via a third point is always equal to or greater than the direct distance 

between the two points. This property ensures that the distance metric is consistent 

and well-defined

➢ Symmetry: The symmetry property ensures that the distance between two points is the 

same regardless of the order in which the points are considered. This property ensures 

that the distance metric is consistent and unbiased.

➢ Non-negativity: The non-negativity property ensures that the distance between any 

two points is always non-negative, i.e., it is either zero or a positive number. This 

property ensures that the distance metric is well-defined and that it has a clear 

meaning.

❖ These properties ensure that the distance matrix generated is a valid distance 

metric that can be used for various machine-learning tasks.



Proposed System – Contributions

❖ Our contributions to this paper are as follows:

➢ Efficient Prediction: We show that coronavirus hosts can be efficiently predicted using spike 

sequences only.

➢ Incorporation of biological knowledge: Our method to generate a low-dimensional embedding, 

based on the Poisson correction distance (PCD), better captures the biological relationships between 

the spike protein sequences in the classification task, which general distance measures / 

representation learning methods may not consider.

➢ Use of RBF kernel: We used the RBF kernel to project the data into high dimensional space, which 

has been proven to perform well in non-linear classification tasks and is often used in the analysis of 

biological sequences.

➢ Use of kernel PCA: We used Kernel PCA, which allows us to perform dimensionality reduction while 

preserving the non-linear structure of the data. This can lead to better separation between the 

different classes and improved classification performance.

➢ Theoretical proofs for three properties: We provide theoretical proofs for the triangle inequality, 

symmetry, and non-negativity properties to ensure the validity of the distance metric used in our 

method, which can add confidence to the results obtained from our method.



Experimental Setup – Dataset Statistics

❖ The dataset used for host classification is summarized in the table 

below,



Experimental Setup – ML Models

❖ For classification in the experiments we used the following ML 

models: 

➢ Support Vector Machine (SVM)

➢ Naive Bayes (NB)

➢ Multilayer Perceptron (MLP)

➢ k-Nearest Neighbor (k-NN) (where $k = 3$)

➢ Random Forest (RF)

➢ Logistic Regression (LR).



Experimental Setup – Baselines

❖ One-Hot Encoding (OHE) [1]

❖ One-Hot Encoding + PCA

❖ Ridge Regression [2]

❖ Lasso Regression [3]

❖ Autoencoder [4]

❖ Poincaré Embeddings [5]

❖ String Kernel [6]

❖ Protein Bert [7]



Results & Discussion

❖ PCD2Vec is outperforming,

➢ All feature engineering-based 

baselines (OHE, Lasso 

Regression, PCA, Ridge 

Regression).

➢ The NN-based Autoencoder 

method.

➢ String kernel.

➢ Huge improvement over 

Poincaré Embeddings.

➢ Improvement over 

pre-trained model-based 

method Protein bert.



Conclusion

❖ In this paper, we presented a novel method for predicting the host 

specificity of coronaviruses by analyzing spike protein sequences. 

❖ Our method involves the use of Poisson correction distance, radial 

basis function kernel, and kernel PCA to generate low-dimensional 

embeddings of the spike protein sequences.

❖ Future work will focus on refining and improving our method and 

testing it on larger and more diverse datasets.
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