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Graphs model many systems

Graphs: entities (nodes) interconnected (through edges)

World Wide Web Biological Network

Social Network

Power Network

The Internet Online Social Nework
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Attributed Graph

Nodes in attributed graphs have additional properties/attributes
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Node Attributes Prediction

Attributes of some nodes can be missing

Goal: predict missing attributes of nodes
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Attribute Prediction Application in Targeted Advertisement

Determine characteristics of consumers from social network
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Attribute Prediction Application in Privacy and Security

Test privacy preservation of anonymization schemes

Find the likelihood of users sharing fake news

image source: https://hotspotshield.com/
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Attribute Prediction Application in Drug Discovery

Determine structural and functional properties of proteins in
Protein-Protein Interaction networks
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Attribute Prediction Application in Research Informatics

Determine subject areas of research papers in citation networks

http://undergraduatesciencelibrarian.org/
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Attribute Prediction Application in Research Informatics

Determine research areas of scholars in coauthorship networks

Abbasi et.al (2011) Journal of Informetrics

Sarwan Ali Node Attribute Prediction August 1, 2023 9 / 31



Attribute Prediction as a classification problem

Nodes as feature vectors ‘Desired attribute’ as class label

x1 x2 . . . xm y

Known Attributes︷ ︸︸ ︷ ︷ ︸︸ ︷
. . .

N
o
d
e
s

?

train instances

test instances

321

4 5

6

8

22
ECO
001

M

22
PHY
003

M
F

002

21

001

M
21
CS

CS

F
20

002

001

21
F

20

002

M

v1
v2
...
vi

vn

...

v3

7

Target
Attribute

19

002

F

Sarwan Ali Node Attribute Prediction August 1, 2023 10 / 31



Issue with Attribute Prediction as classification

Does not take into account ‘network structure’

Attribute values and network structure are highly inter-dependent

Two important phenomena in Sociology

Social Selection: Individual’s attributes drive the interaction with others

Social Influence: Interactions between people shape their attributes

Time 1 Time 2

Social Selection

Time 1 Time 2

Social Influence
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Attribute values and network structure are highly inter-dependent

Homophily: Connections among nodes having same attribute values

Heterophily: Connections among nodes having different attribute values

‘major’ attribute is homophilic ‘gender’ attribute heterophilic
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From Sociology to Data Science

Social Selection, Social Influence, Homophily, and Heterophily are abstract
concepts, not quantified measures

▷ We give a metric to measure dependency between attributes

Dependency of node attributes on interconnections is limited to the same
attribute of ‘friends’

ba

M 21 CS 01 F 22 01

If a’s major is ‘CS’, what is major of his friend b?

▷ We quantify dependency of an attribute on all other attributes of friends

Only considers direct connections-not mult-hop connections

▷ We consider remote connections
No work on using interconnections to predict attributes

▷ We give efficient and explainable attribute prediction algorithm

Sarwan Ali Node Attribute Prediction August 1, 2023 13 / 31



Mixing Matrix: Summary of interaction between attributes

Mixing Matrix: Summary of Interconnections two attributes a and b is

A row/column corresponding to each possible value of attribute a/b

(i , j)th entry of M(a,b) is the number of edges connecting nodes with

attribute value ai of a to nodes with attribute value bj of b

M(a,b)(i , j) =
∣∣{(u, v) ∈ E : a(u) = ai and b(v) = bj

}∣∣
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Divergence of Mixing Matrix

Divergence of Mixing Matrix: The spread of values in M(a,b)

The divergence Df of a matrix M with respect to a function f is

Df =

∑
i [f (ei ·)−

∑
j f (eij)] +

∑
j [f (e·j)−

∑
i f (eij)]∑

i f (ei ·) +
∑

j f (e·j)− 2
∑

i

∑
j f

( e·jei·
e··

)
f can be = x2, x3, or x log x

ei· : sum of values in the i th row
e·j : sum of values in the j th column
e·· : sum of all entries of the matrix M

The numerator aggregates the per-row and per-column divergences of
this matrix, while the denominator normalizes this quantity using the
maximum divergence value when the marginals are fixed

Essentially a measure of non-uniformity of the matrix
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Proclivity Value

The proclivity value “prone” (self/cross) between a pair of
attributes, also called correlation or agreement between two
attributes, (based on M(a,b)) is inversely proportional to the
divergence of M(a,b)

prone value between two attributes a and b is defined as:

prone(a,b) := ρ(a,b) := 1− Df
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Proposed Approach
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Proposed Approach

Neighborhood-based Feature Vector Representation (N-FVR) of nodes
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Baselines

NNS: No Network structure. The feature vector is generated using
only the attributes of nodes.

Line: It defines a loss function based on one-step and two-step
relational information between nodes and combines them to get the
final feature vector.

SLR: It is an integrative probabilistic model, which is used to capture
the statistical correlations (homophily effect) among attributes. It
uses the triangular motif representation of the network for improved
scalability and predictive performance.

Majority: The majority approach takes the most frequently occurring
attribute value from the neighboring nodes.

MNE: It captures multiple structures (facets) of the network by
learning multiple embeddings simultaneously. Uses the Hilbert
Schmidt Independence Criterion (HSIC) as a diversity constraint.
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Baselines

LMMG: Based upon the idea of Multiplicative Attribute Graph
(MAG) Mode. In this approach, each node can belong to multiple
groups, and the occurrence of each node feature is determined by a
logistic model based on the group memberships of the given node.

WVRN: It is a weighted relational neighbor classifier that estimates
attribute value ai of a node v using the weighted mean of the same
attribute of v’s neighbors.

DeepWalk: It uses random walk method to translate graph structure
into linear sequences. The skip-gram model with hierarchical softmax
is used as the loss function.

GraRep: It incorporates both local and global structural information
of the graph to learn the feature vector representations.

Node2Vec: It generalizes the DeepWalk method with the
combination of BFS and DFS random walks. This method considers
both network structure and graph homophily.
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Datasets
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Results and Comparisons

Prone values for the attributes of each dataset (used as attribute weights)
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Results and Comparisons

Accuracy Comparison of N-FVR and NN-FVR with WVRN, MAJORITY,
and NNS Approaches on American and Rice Datasets
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Results and Comparisons

Accuracy Comparison of N-FVR and NN-FVR with WVRN, MAJORITY,
and NNS Approaches on Pokec and 4area Datasets
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Results and Comparisons

Accuracy Comparison of N-FVR and NN-FVR Using KNN Classifier with
DeepWalk, Line, GraRep, Node2Vec, and MNE.
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Results and Comparisons

Accuracy Comparison of N-FVR and NN-FVR Using KNN Classifier with
DeepWalk, Line, GraRep, Node2Vec, and MNE.
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Results and Comparisons

Effect of h on N-FVR (top) and NN-FVR (bottom) methods using
different classifiers for different attributes of Caltech dataset.
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Results and Comparisons

Effect of k on accuracy using KNN algorithm on different attributes of
Caltech dataset utilizing N-FVR
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Limitations

We observe that as the number of unique values in attributes
increases, the accuracy of underlying classifiers tends to decrease.
This behavior is observed for all methods
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Conclusion And Future Work

We propose a method to generate feature vectors for the nodes based
on other attribute values of that node and its neighbors.

These feature vectors then input to standard machine learning
algorithms to predict attributes.

One possible extension is to use the proposed method to design
feature vectors for the nodes or graphs in general that can then be
used for node or graph classification.

Using Deep Learning to design embeddings based on the weighted
neighborhood information is another potential future work.
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Questions!!
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