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❖ Membranolytic Anticancer Peptides (ACPs):
➢ Small protein sequences.
➢ Used as breast cancer therapeutics

■ delay cellular resistance development and eliminate some common 
chemotherapy challenges, like cytotoxicity, aftereffect, etc.

❖ Breast cancer is a leading cause of death among women globally.

❖ Identifying the potent ACPs is a vital contribution towards breast 
cancer treatment.

Motivation



❖ Proposes Chaos Graph Representation (CGR)-based method to 
convert ACPs into images for their analysis.

❖ Explored the use of secant and cosecant functions as an 
alternatives in CGR.

❖ Used Spaced k-mers of a sequence as an alternate way to 
manipulate its amino acids rather than the original sequence.

❖ Enabled the deep learning models application for ACPs analysis.

Introduction



❖ Many works exits to perform protein sequence analysis and some of them are summarized as follow,

Existing Works

Methods Drawbacks

One-hot encoding [2] Sparsity and curse of dimensionality

WDGRL (neural network 
based) [3]

Require large training data to get optimal feature 
representation

K-mer based methods [4] Sparsity and computationally expensive

FCGR (image based) [1] Only 1-to-1 mapping of amino acids to pixels.



❖ Used spaced k-mers to get the images instead of original peptide 
sequences. 
➢ spaced k-mers provide more meaningful manipulation of amino acids, so 

they enable more information about the sequence to be captured in 
generated image.

➢ Enhance predictive performance. 

❖ Spaced k-mers are introduced to overcome the sparsity and 
high-dimensionality challenges associated with k-mers.

❖ We use one existing (P-CGR[1]) and 3  different novel strategies 
(Static, Random, RCGR) to do the image encoding of our peptide 
sequence data.

Proposed System



Proposed System



❖ N-flakes based image generation method for protein sequences.

Proposed System: Protein-CGR[1]



❖ Employ a set of pre-defined axis values for each amino acid.

Proposed System: Static-CGR



❖ Utilizes a random function (instead of using pre-defined static 
values) to assign axis values to any amino acid.

Proposed System: Random-CGR



❖ Same as P-CGR but uses secant and cosecant.

Proposed System: Rectangular-CGR



Proposed System: Example Images



❖ We propose a new image-based approach for ACPs classification.

❖ We explore the use of secant and cosecant functions as an alternative to sine and 
cosine functions in the P-CGR technique to generate a more rectangular mapping.

❖ We investigate the usage of a pre-defined set of values and a randomly generated 
set of values of axis projection to generate 2D images of peptide sequences.

❖ We examine the usage of Spaced k-mers as a way to manipulate the amino acids 
within biological sequences to get the graphical representations.

❖ By demonstrating the performance of our proposed approach on an ACP dataset, 
we show that our system is able to classify the peptide sequences with higher 
accuracy.

❖ Our work provides a new direction for the classification of ACP sequences which 
could be used for breast cancer treatment.

Proposed System: Contributions



❖ The dataset has peptides (protein sequences) and their anticancer 
activity (target labels) on breast cancer cell lines.

Experimental Setup: Dataset Statistics



❖ One-Hot Encoding (OHE)[2]:
➢ Create binary feature vectors of the sequences.

❖  Wasserstein Distance Guided Representation Learning 
(WDGRL)[3]:
➢ Use a neural network to extract numerical embeddings of the sequences.

❖ P-CGR[1]:
➢ Image-based baseline.

Experimental Setup: Baseline Methods



Experimental Setup: Classification Models
❖ The evaluation metrics are, 

➢ average accuracy, precision, recall, F1 (weighted), F1 (macro), Receiver Operator Characteristic Curve 
Area Under the Curve (ROC AUC), and training run-time.

Type Classification Models

DL Vision 1-Layer CNN, 2-Layer CNN, 3-Layer CNN, 4-Layer 
CNN, RESNET50-pretrained, VGG19-pretrained

Tabular 3-Layer Tab CNN, 4-Layer Tab CNN

❖ For training, the DL models follow 80-20% train-test split, with learning rate 0.003 for tabular & 
0.001 for vision, batch size 64, epochs 10, optimizer ADAM, and loss function NLL.



Results & Discussion



❖ This study proposed a new direction for ACP sequence 
classification by converting those sequences to images and 
applying DL classification models.

❖ In the future, can further investigate the potential of this method 
in other applications, such as predicting protein functionality or 
disease diagnosis, etc.

Conclusion
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